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ABSTRACT-- The Indian economy relies heavily 

on agriculture. However, agriculture in India is 

currently undergoing structural change, resulting in 

a crisis. The only way to get out of this mess is to 

do everything in our power to turn farming into a 

profitable business and get farmers to keep growing 

crops. This research would use machine learning to 

assist farmers in making appropriate decisions 

regarding cultivations as an effort in this direction. 

Using supervised machine learning algorithms, this 

project focuses on predicting the appropriate crop 

based on climatic conditions and the crop's yield 

from historical data. Based on weather and soil 

parameters, this project will propose a crop 

selection strategy to maximize crop yield. Using 

seasonal weather forecasting, it also suggests the 

best time to sow suitable crops. Weather prediction 

is made possible by machine learning algorithms 

like the recurrent neural network, and crop 

selection is made possible by the Random forest 

classification algorithm.Keywords:Machine 

Learning, Crop, Decision Tree  

 

I. INTRODUCTION 
The Indian economy is based on 

agriculture. However, India's agricultural sector is 

experiencing a crisis as a result of structural 

changes. Over time, agriculture's relative 

contribution to GDP has steadily decreased. India's 

transition from food self-sufficiency to net food 

importation is troubling. The agricultural sector in 

India is currently facing a crisis, as indicated by all 

of these trends. 

It is argued that the Indian agricultural 

crisis will have a significant impact on all other 

sectors and the nation's economy in multiple ways. 

The only way to get out of this mess is to do 

everything in our power to turn farming into a 

profitable business and get farmers to keep growing 

crops. 

Farmers used to predict their yields based 

on the yields of previous years. As a result, we are 

able to predict crop yield using a variety of 

techniques or algorithms for this kind of data 

analytics in crop prediction. People in today's 

society are unaware of the importance of 

cultivating crops at the right time and location. The 

weather, temperature, and a number of other factors 

have all been examined, and there is no effective 

solution or technology to resolve the issue. When 

making decisions about agricultural risk 

management, accurate information about crop yield 

history is crucial. As a result, the idea presented in 

this paper is to predict crop yield and climatic 

conditions using historical crop data. Before 

cultivating an acre, the farmer will check the crop's 

production per acre. The primary goals are: 

1. To make use of machine learning methods to 

predict crop yield and quality. 

2. To properly process the data and analyze it in 

order to make more accurate predictions. 

3. To make machine learning models work better. 

4. To build a web application that is simple to use. 

As a result, the idea presented in this paper is to 

predict the crop's yield and climatic conditions 

using historical crop data. Before cultivating the 

field, the farmer will check the crop's production 

per acre.
] 

 

II. PROBLEMSTATEMENT 
Important agricultural issues include crop 

yield prediction and crop selection. Using machine 

learning algorithms, this project aims to predict a 

suitable crop based on the climate parameters and 

location, as well as the crop's yield based on the 

season and field area  

 

III. LITERATUREREVIEW 
In [1]. Machine learning approach for 

forecasting crop yield based on parameters of 

climate. The paper was provided at the 

International Conference on Computer 

Communication and Informatics (ICCCI). In the 

current research, a software tool named Crop 
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Advisor has been developed as a user-friendly web 

page for predicting the influence of climatic 

parameters on crop yields.C4.5 algorithm is used to 

produce the most influencing climatic parameter on 

the crop yields of selected crops in selected 

districts of Madhya Pradesh. 

In [2].Analysis of Crop Yield Prediction by making 

Use of Data Mining Methods. IJRET: The paper 

provided in the 

International Journal of Research in Engineering 

and Technology. In this paper, the main aim is to 

create a user-friendly interface for farmers, which 

gives the analysis of rice production based on the 

available data. For maximizing the crop 

productivity various Data mining techniques were 

used to predict the crop yield. 

 

In [3]. Random Forests for Global and Regional 

Crop Yield Predictions. institute on the 

Environment, University ofMinnesota, St. Paul, 

MN 55108, United States of America. The 

generated outputs show that RF is an effective and 

different machine-learning method for crop yield 

predictions at regional and global scales for its high 

accuracy. 

 

In[4] Crop Prediction using Machine Learning This 

research work helps the beginner farmer in such a 

way to guide them for sowing the reasonable crops 

by deploying machine learning. Naive Bayes, a 

supervised learning algorithm puts forth in the way 

to achieve it. The proposed supervised machine 

learning using naive Bayes Gaussian classifier with 

boosting algorithm is developed to predict the crop 

at high accuracy. 

The Naïve bayes works on the basis of Bayes 

theorem. 

P(C/X) = P(X/C) P(C) /P(X) ------(1) 

P(c|x) is the posterior probability of class (c, 

target) given predictor (x, attributes). 

P(c) is the prior probability of class. 

P(x|c) is the likelihood which is the probability 

of predictor given class. 

P(x) is the prior probability of predictor. Based 

on the posterior probaility the future of data can be 

predicted.Naïvebayes work well for large data set. 

In[5] Smart Farming Prediction Using Machine 

learning, the paper is about using machine learning 

with variousenvironmental factors like soil, 

pressure, weather, crop type to predict the 

maximized profitable crop to grow. The 

papermainly focuses on the algorithms used to 

predict crop yield, crop cost predictions. 

 

In [6]Crop Prediction on the Region Belts 

of India: A Naïve Bayes MapReduce Precision 

Agricultural Model The planned work introduces 

an efficient degree economical crop 

recommendation system. From the yield graphs, 

the simplest time of sowing, plant growth, and 

gathering of plants may be known. Conjointly the 

best and worst condition may also be incurred. The 

model focuses on all styles of farms, and smaller 

farmers may also be benefitted. This model may be 

increased to seek out the yield of each crop, and for 

a chemical recommendation. 

 

IV. ANALYSIS AND DESIGN 
We made the decision to solely execute 

the system in India's Maharashtra State. To put the 

system into place, historical information regarding 

the district-level crop and climate was required. 

The information on this page, which covers State, 

District, Season, Crop, Area, and Production, was 

compiled from the government's website, 

www.data.gov.in.anddirectorate of economics and 

statistics, planning department, government of 

Maharashtra.Mumbai(https://bankofmaharashtra.in/

writereaddata/documentlibrary) the climatic 

information 

From Kaggle, data on temperature, humidity, soil 

pH, rainfall, and crop class label that are suitable 

for the specific crops have been gathered. The 

datasets used for this project are shown in the 

following snapshots. 

 
Figure. 1. Dataset For Crop Prediction Problem 

 

http://www.data.gov.in/
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Figure. 2. Dataset For Crop Yield Prediction 

Problem 

 

 
Table1:Classification of talukas according to 

rainfall received 

 

 
Table 2:Regionwise actual rainfall received 

              (Note: Figures in bracket indicate 

percentage of actual rainfall to normal rainfall) 

 

 
Table 3:Area and production of principal 

kharifcrops 

 

Kharifcrops:  

During kharifseason of2021-22, the 

sowing was completed on155.15 lakh ha, as against 

159.48 lakh haduring previous year in the State. 

The areaunder pulses, oilseeds and sugarcane 

isexpected to increase while area under cereals and 

cotton is expected to decrease as compared to 

theprevious year. Area and production of principal 

kharifcrops is given in Table 3. 

Exploratory data analysis (EDA): is the crucial 

process of doing preliminary analyses on data in 

order to find patterns, identify anomalies, test 

hypotheses, and verify presumptions with the aid of 

summary statistics and graphical representations. 

Data cleaning: is the process of eliminating or 

changing data that is inaccurate, lacking, 

unnecessary, duplicated, or formatted incorrectly in 

order to prepare it for analysis. When working with 

categorical data, encoding is a necessary pre-

processing step for machine learning algorithms. 

Encoding: It is a required pre-processing step 

when 

working with categorical data for machine learning 

algorithms. 

Feature scaling: is a method for uniformly 

distributing the independent features in the data 

over a predetermined range. It is done as part of the 

pre-processing of the data to deal with extremely 

variable magnitudes, values, or units. 

Data Partitioning: The Entire dataset is 

partitioned into 2 parts: for example, say, 75% of 

the dataset is used for training the model and 25% 

of the data is set aside to test the model. 

The suggested solution to this problem is shown in 

Fig. 3 below. Basically, there are two modules: 
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The Crop Prediction Module is the first 

onebased on values for temperature, humidity and 

rainfall; the second is the Crop Yield Prediction 

Module, which forecasts crop production based on 

location, season, and area. The OpenWeatherMap 

API can be used to obtain climate-related data such 

as temperature and humidity, and the user can 

provide location and area. 

 
Figure.3 Interface Design 

 

V. IMPLEMENTATION 
 The following models were created for the 

first module, which is essentially a multiclass 

classification problem, and their performance was 

assessed. 

1. KNN 

2.Support vector machine  

3.Random Forest  

4. Naive Bayes 

Cohen's Kappa Score served as the evaluation 

criteria. It is a very effective method that can 

effectively address problems with both multiple 

classes and unbalanced classes. It essentially 

informs you how much better your classifier 

performs than a classifier that makes random 

predictions based on how frequently each class 

occurs. 

 

 

 
Table 1: Comparison between various classifiers 

 

The classifier with the highest Cohen's 

Kappa value is the Naive Bayes Classification 

Model. So, for this project, the Naive Bayes 

classifier has been chosen. The following models 

were created for the second module, which is 

essentially a regression problem, and their 

performance was assessed. 

1. Multilinear Regression,  

2. Regression using Random Forest 

3.Supple Vector Regression. 

4.KNN Regression. 

Outliers make up more than 30% of the dataset for 

this module. The following figure demonstrates the 

notable discrepancy between the min, median, 

mean, and max values, which made it difficult to 

standardise the data. 

 

 
Figure 4.Five Numbers Summary 

 

Hence we divided the dataset into two sets based 

on the conditions that Area <= 24000 and Area > 

24000. And then built the models for both 

thedatasets. The metrics we used for the evaluation 
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are R-Squared Value and the Mean Squared Error 

Value(MSE). 

[1] Performance of the models for the dataset with 

observations where Area <= 24000 

 
Table 2: Comparison between various regressors 

 

[2] Performance of the models for the dataset with 

observations where Area > 24000 

 
Table 3: Comparison between various regressors 

 

Random Forest Regression Model gives 

the highest R-Squared value and least MSE among 

all the regressors. Hence the Random Forest 

Regressor has been selected in the project. 

 
Figure 4 Result 

 

The result shows the appropriate crop based on the 

Climatic conditions as well as the production in 

tonnes. Web page also displays the data that user 

inputs and the weather data. 

 

VI. CONCLUSION 
 Using machine learning techniques, crop 

and yield prediction may enhance crop planning 

decisions. The Naive Bayes Classification Model's 

Cohen's Kappa score for the Crop Prediction 

Module is approximately 95%. The Random Forest 

Regression Model's R-Squared value for the Crop 

Yield Prediction Module is greater than 81 percent. 

Future crop and yield forecasts would be accurate 

with accurate climate parameter forecasts and 

improved crop historical data. 

In addition, the developed webpage is user-friendly 

and can be made more informative by providing 

additional helpful information such as fertilizers, 

intercropping, and other topics. to the client. 
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